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SUMHARY

In this paper it is shown that some distributions of the matrix

variates and latent roots arising in the multivariate Behrens-

Fisher discriminant problem can be explicitly expressed in terms

of the invariant polynomials with two matrix arguments, due to

A. W. Davis, extending the zonal polynomials of matrix argument.
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1. INTRODUCTION *; 75',

We are interested in the discrimination problem of two -,

multivariate normal populations under the heterogeneity of pop- //c
ulation covariance matrices. Distributional Problems for the

univariate case have been investigated by many authors (e.g..

McCullough, Gurland and Rosenberg (1960), Ray and Pitman (1961)

and Welch (1947)), and Gurland and McCullough (1962) and Wehrhahn

and Ogawa (1975) took into consideration the preliminary testing

procedures for the null hypothesis of the equality of the variances.

Yao (1965) considered approximate distributions -of a Hotelling's

2
T -type statistic in the multivariate case. However, to the

author's knowledge very little work has been published on the multivariate

Behrens-Fisher discriminant problem. Our Behrens-Fisher matrix statis-

tic for the multivariate case may be in the form

D - (S + S2) SO(S + S2) (1.1

where the m x m matrices S are independently distributed as, in
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general, noncentral Wishart W(ni, £i, S1 ) i 0, 1, 2. In

practical terms, S1 and S2 are sample error as. matrices, pro-

portional to estimates of the distinct population covariance

matrices, and S0 is an effects as. matrix, estimating the

difference of the population mean matrices. In the case when
2 2

£1 = £2 (a (a > 0) and Q1 = Q2 0 0, D is the well-known MANOVA

matrix (central if go = 0 and noncentral if go 4 0). Pence, D

is an 'extension' of the MANOVA matrix in discriminant analysis.

The matrix A - (SI + S2 )- SI(Si + S) is a suitable preliminary

test matrix for the hypothesis El - E2, where in this paper we assume

91 - 92 0 whenever the preliminary testing procedures are considered.

When E l  E £2, D and A are dependent, and we may be interested in the

conditional or unconditional distributions of the roots, of D, or

suitable functions of them (conditional on the roots of A).

In this paper, it is shown that some distributions of the matrix

vartiates and latent roots arising In the multivariate Behrens-Fisher

discriminant problem, for the null case, go -n, can be explicitly

expressed in terms of invariant polynomials with two matrix arguments.

The invariant polynomials with two matrix arguments have been defined by

Davis (1979a), (1979b), in the need of extending the zonal polynomials

due to Constantine (1963) and James (1964). Properties, relationships

between them and applications in multivariate distribution theory are

discussed in the same papers of Davis. It is noted here that explicit
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forms for those distributions for the non-null case, go 0 0, i.e.,

when population mean matrices are different, can be obtained by in-

troducing invariant polynomials with three matix arguments, extending

the work of Davis. The investigation of invariant polynomials with

larger number of matrix arguments will be presented in subsequent papers

(see e.g., Chikuse (1980)).

The invariant polynomials with two matrix arguments are briefly

discussed in Section 2. The joint distributions of the roots of

D and A are derived in Section 3, and the 'mArginal' (and conditional)

distributions of the roots of D (conditional on those of A) are

investigated in Section 4, for the null case, go n.
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2. INVARIANT POLYNOMIALS WITH TWO MATRIX ARGUMENTS

Davis (1979a), (1979b) has defined a class of homogeneous

polynomials C-,A (X, Y) of degrees k and L in the elements of the

m x m symmetric complex matrices X and Y, invariant under the simultaneous

transformations

X -+ H'XH, Y - H'YH, H E O(m), (2.1)

where 0(m) is the group of m x m orthogonal matrices. These satisfy

the basic relationship

I C (AA'XA)C (BH'Yh)dH - *-K'e(A, B)C" A(X, Y)/C,(I), (2.2)fO(m) K

where C K, CA, C 0 are zonal polynomials, indexed by the ordered partitions

, A, 0 of the nonnegative integers k, X, f - k + I respectively into not

more than m parts (for the zonal polynomials, see e.g., Constantice (1963)

and James (1964)). Letting GI(m, R) denote the group of m x m real non-

sipgular matrices, '0 c K-A' signifies that the irreducible representation

of GL(m, R) indexed by 2 occurs in the decomposition of the Kronecker

product 2K 0 2X of the irreducible representations indexed by 21, 2A. The

properties and relationships satisfied by the C, which are especially

utilized in the later sections, are sumarized in the following (see

Davis (1979a), (1979b) for proofs and details):

C 'A(X X) - 0AC() where OK, A" C A (I, I)/C (1), (2.3)

C,'A(X, I) - [ AC C (I)/C(I)]C (X), and similarly for C ,A(I, X), (2.4)

K K

K, 0 def0X e1 cK' (X, Y)d  C (X), cO A(X, Y)def CAM. (2.5)
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CX(caX, OY) a k BI CK, (X, Y) (aI, a complex constants), (2.6)

C(X)C(X) -(6"'0 C MX 9 CgC( M, (2.7)

where -KI X (0~) which is defined in Constantine (1966,

Eq. (27)),

c'K(AH'XH, AH'YH)dII - C ', (X, Y)C (A)/C MI, (2.8)
f(in) 4' 0 0

JR0etr (-RII-P"(R YR)dR - r* (a, O)IWt ICKc,(XW-l YW )L (2.9

where p - m + IM/,

f C,(AIHXIIA, B)dH- = C" (A'A, B)C (x/C MI, (2.*10)
fO (i) 4'K K

I X tjI Li-p

IRI II -RI C (AR)dR r r(P)jxI 1 '0Y ;E~rin(t,O)

C-U + p) K OX C ,X (X, AX)/k!r M(t+P, , (2.11)

J IRIt- I I -p c4" (R, I-R)dR - r (t, IC)Fr(u,~ X)KA C(i)/r (t+u, 4)
o M M(2.12)

A multivariate generalization L (X, A) of the Laguerre polynomial due

to Khatri (19.77) has an expansion

4Lt0(X. A) - (t + pi)4 0 K,A(4'CKA) k~44~ 0x)( + 0.(.3

The following lemma is also useful.

LEMMA 2.1.

r'a ra-p b-p c -p KA Tdd
It oJ I - R T- TIRI ITt C4' (R, Tdd

O(R+TCI

- r (CL, K)r (c, A)e .C (i)/r M(atb+c, 4'), (.4



r

rX a-p c,x
(ii) JIR c€ (ARA', S)dR = r(p)r (a, K) Ix~aC (AXA',B)/r (a+p, ic).

(2.15)

Proof. (M) We evaluate the integral form

r r

r x. - y, f I> etr- (X + Y + Z)Ia 1 IZC'0Y Z)dXdydZ.
X>0y>0 jz>0

Haking the transformations U - X + Y + Z, R U YU 1 , T - IJZU-' and

using (2.9) gives

r - r(a + b+ c, 0)A,

where A is the left hand side of (2.14). On the other hand, it may be shown

that

r = r (a)r (b, )r (c, X)eOC (I).
m m Mn' ,~~

Hence (2.14) follows.

(ii) The integral is given by the coefficient of C' ,(U, V)/k!L!C M() in

IR1 etr(ARA'H'UH)dR etr(Bt1'VH)dnt

= [rm(p)r (a)/r (a + p)]IXI"a  Y , , (a)f (m)CK (A A I'UH)

C (8H'Vi1)dH/k!kJ(a + p) , because of Constantine (1963, Eq. (60)),

leading to the desired result (2.15) on using (2.2).
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3. JOINT DISTRIBUTIONS OF THE ROOTS OF D AND A

The latent roots of A = (S1 + S2 ) SI(S 1 + S2 )  may be utilized

as suitable preliminary test statistics for the hypothesis El Z2,

where the Si are independently distributed as Wishart W(ni,£), i - 1, 2.

The distributions of the roots of $2 SS2" have been considered for the

case 92 - 0 by Davis (1979b) who expressed them in terms of the C We

D ( 1  -
consider the matrix D - (1 2 01 + S2) in connection with

the discriminant problem under the heterogeneity of covariance matrices,

where S0 is distributed as noncentral Wishart Wm(n0 , Eo, Qo) independently

of S, and S2 - When El = E2, D andA are independent and-D is the well-

known test matrix for the null hypothesis 00 = 0 in MANOVA. When

El 0 £2, they are dependent and we may be interested in the conditional

distributions of the roots of D or suitable functions of them (conditional

on the roots of A).

Let dl, d2 ,...,d m and a1, a2 ,...,am denote the latent roots of D and

A respectively (d > d2 > ... >dm > 0, 1 > a > a2 >...>am 0). In this

section, we shall derive the Joint density function of dl,...,dm and

al,...,a and the joint distribution functions of dl and al. The

mm'marginal' and conditional distributions of d l,...,d m will be considered

in the next section. It is shown that these distributions can be expressed

in terms of the for the null case, P2o 0.

Make the transformations

DS ,SOS A - S S S -S + S 2 (3.1)
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in the joint density function of S0, S1 ands 2 ; then the Jacobian

2P
of the above transformation is S 2. D and A have the same roots as

D - H'DH and A - H'AH, H e O(m), respectively; averaging over O(m),

we have the joint density function of D, A and S in the form, using

(2.2),

-- 2 12n. 1 o n-P - n,-p 11n 2 -p -
f(D, A, s) = n r1- er( - .I2 S)

i=O m( ni)[ t-A eAr(-l A 2  S)

2

i n-P f - -I -1 c, f
jj;(1) C' (EO S, (E1 - Z2 )S)G (D, A)/k!1!2 C (I). (3.2)

Integrating (3.2) over S > U, using (2.9), yields the joint density

function of D and A in tite form

f(D, A) = c&1 ID 1 2 PJA 1]nl _ - AJ' 2  E n(-1)f( 0 j

C@ Z0 E2, El E2 -I)C 0 (D, A)/k!!C (I), .3)

.here
2 2 1 - . -1

C 41 ( ni ) [j O rm(' nilij 0[j2 'I I E (3.4)

Here we saould acknowledge tne fact that (3.3) will not le convergent for

all D, whicn is a multivariate generalization of F.

The Joint Density Function of dl,..,d and al a
mm

By the usual method, the joint density function of dl,...,d and

mm
a is derived from (3.3) in the form

ma a) = C,2IDn0OPIAIn-PI - 2 -p (

nI(ai a) , (-1), (2o I  I

I(&- a E ( n n E2 , Z1 2 - I)
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C (D)Cx (A)/k!IcK Mc (I, (3.5)

2 2

where C42 - C41(W i m /rM(.n) ] with C41 given by (3.4).

The Joint Distribution Function of d, and a,.

We shall obtain the joint distribution of the largest roots d,

and a, of D and A respectively, P(O<dl<S, O<al<o) - P(0<D<61, O<A<aI).

It may be shown that

6 IDI n0-PcK'X(D, A)dD = r (p)F (0noK)O I XC (I) !,mnO+k

C (A)/rm(n0+P, K)Cx(I), because of (2.15), and then (2.4), (3.6)

fo1J~e nit PjI - Al Cx()04- r m ()YE 0= YO;Tca.x rin (12- I T)

(-4n-2+P)o(O' )C(I) &7 l+t/r ( nI+p, T)s!, because of (2.11). (3.7)

Thus, (3.6) and (3.7) with (3.3) establish the joint distribution func-

tion of dl and al in the form

mn f 2
P(O<dl<, O<al<Ct) = C4 3 62  avn;n ,;- (_0 n )

(4noon 0) e , (E0  E2 E 2 -

t

(-n2+p)0 , A (I)a /k!W !( nO+p) ( nl+p) C(I), (3.8)

where

2 _ 1 -I1 ;
C43 -[ rm(p)] rm( 7 nl) r( m 2 ) In rm( n i + P)J iE2 I iJ

9



4. MARGINAL Ai) CONDITIONAL DISTRIBUTIONS OF THE ROOTS OF D.

Following the notation in Section 3, we shall derive the 'marginal'

joint density function of dI,***d * the distribution function of dI

and the density function of tr D, in this section. The conditional

joint density function of d1 ,...,d given alt*"'a and the conditional

distribution function P(O<dj<6jO<al<a) are obtained from these

'marginal' distributions and the results of Section 3.

The joint density function of D and A, (3.3), is integrated over

0 < A < I to obtain the density function of D; making the transformation

A - HI'AH, If c 0(m), and averaging over 0(m) with the use of (2.10) and

(2.4), and then averaging over 0 < A < I with the use of Constantine

(1963, Eq. (22)), we can establish tile density function of D in the form
V~ o-y f 2 K,X

f(D) - C51D OP (-.1)f2 1) 0, 2, ni 0)

C i 02 - I)CK (D)/k!! (nj + n2)),C (I), (4.1)

2 1
where C5I = rm(!i Z n1 ) Fm (;n 0 )r m(!(nl + 12)) 1 I I2  ij.

The Joint Density Function of d1 ,...,d .

By the usual method, the joint density function of dl,...,d m Jr

readily derived from (4.1) in the form

f(dl,...,d m) = C5 2 1DI nO- P l1(di - d )T (-l)f( nl)( Z n )
i<j KX;o i=0

8A2' El " - I)CK (D)/k!RI( (nl + n2)) C (), (4.2)

10
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where

52/r(w (4.3)

The Distribution Function of d1 .

The distribution function of dl, p(d1 < 6) P(D < 61), is

obtained from (4.1) in the form, using Constantine (1963, Eq. (22)),

p(d1 < 6) = C5 36'
0 j, (-l)f( n0) E(n)(2Ici=0 n l  0

-1C - E l E2 - I)Sk/k!L!(hno + p) ( (n1 + n2 ))), (4.4)

where
2 1

C5 3 = r(p)r (1- E ni)l r ( n0 + p)rm( (nI + n 2 )) I ITiY2 [Ini (4.5)m mi=o i mo-

The Density Function of tr 1).

BY the similar method to that used for deriving the Hlotelling trace in

Davis (1979b, Section 8), the density function of A tr D equal to

tr D, is obtained from (4.1) in the form

f 2

f(d) = Cd54" ' (-1)f(no) K Oln ( £ ni
i1'0

IcCOA 0X(12, 1 - I)dk /k2!( mno)kQ;(n1 + n2)), (4.6)

2 1 -1 n-I

where C54 m r( £ n1)[ r(mno)rm(k(n, + n2)) 11 iZ2 .
1=0 j=,O

(4.6) is a generalization of Constantine's series for the Hotelling trace

(see Constantine (1966)). Presumably it may converge only for idI<1.

The Conditional Distributions of the Roots of T) Given Those of A

It is easily shown that the joint density function of the roots al,...p a

I 11



of A is given by

f(al...,am) cs51AI~tpII AII2-P H'i(ai _ aj)
i<J

-1 (4.7)
IFo( (nl+n2 ); Z1 £2 - I, - A),2 2 l-

where C5 5 - rm( (nj + n2))W4' [ r -(1) H r M(n 1).JrlE211 , and

m i= l

that the distribution function of al is given by

-1 1 -1 -1P(a I < ai) - C5 6 [ac(l - ci) ] 1 1nl 2 Fl( n1 , (nlI-n2); 1n1 +P; -az(l-a) i I £2), ('.8)

where C5 6 - r (pP r( (nl+n 2 ))[r ( n2 )r ( n1 + P)j zi 1; nlf- , and the
Ml m m m( )IE1E

2 Fl is the Gaussian hypergeometric function of matrix argument (see e.g.,

James (1964)).

Hence, the conditional joint density function of dt,..., d given

al,...,am is obtained as

f(dl,...,da,., f(dl,...,d ., al,,..., a)fal,.... a,49

where f(dl,...,d, al,...,a) and f(al,...,a ) are given by (3.5) and

(4.7) respectively. When £ = E2, (4.9) becomes independent of A in the

form of the density function of the roots of the F matrix, expressed in

terms of the 1F0 hypergeometric function with two matrix arguments (see

e.g., James (1964., Eq. (65))).

The conditional distribution function of d, given a, is obtained as

p(d < 61a, < ci) - P(d 1 < 6, a, < ct)/p(aj < ca), (4.10)

where P(d I < 6, al < a) and P(al < U) are given by (3.8) and (4.8)

respectively. When £I - E2, (4.10) reduces to the distribution function

of the largest root of the F matrix, expressed in terms of the 2F1 hyper-

12



geometric function of matrix arguments (see e.g., Chikuse (1977,

Eq. (2.4))).

Before closing this paper it is noted that we can extend some

of these results by introducing invariant polynomials with larger

numbers of argument matrices, extending the work of Davis (1979a),

(1979b). These will be discussed in subsequent papers (see e.g.,

Chikuse (1980)).
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